
1

Fast Periodic Auto and Cross Correlation
Algorithms for an Orthogonal Set of Real-Valued
Perfect Sequences from the Huffman Sequence

Takahiro MATSUMOTO, Hideyuki TORII and Shinya MATSUFUJI

Abstract— A perfect sequence has the optimal periodic autocor-
relation function where all out-of-phase values are zero, and an
orthogonal set has orthogonality that the periodic correlation function
for any pair of distinct sequences in the set takes zero at the zero
shift. The real-valued perfect sequences of period N = 2n are
derived from a real-valued Huffman sequence of length 2ν + 1 with
ν ≥ n whose out-of-phase aperiodic autocorrelation function takes
zero except at the left and right shift-ends. This paper proposes fast
periodic auto- and cross-correlation algorithms for an orthogonal
set of real-valued perfect sequences of period 2n. As a result, the
number of multiplications and additions can be suppressed on the
order N log2 N .

Keywords— Finite-length sequence, Perfect sequence, Huffman
sequence, Orthogonal set, Fast correlation algorithm.

I. INTRODUCTION

THE perfect sequence (also called the periodic orthogonal
sequence) [1] has the optimal periodic autocorrelation

function where all out-of-phase values are zero, and an or-
thogonal set has orthogonality that the periodic correlation
function for any pair of distinct sequences in the set takes
zero at the zero shift. The orthogonal set of perfect sequences
is useful in various systems[1], such as synchronous code
division multiple access (CDMA) systems, pulse compression
radars and digital watermarkings[2].

A binary perfect sequence consisting of elements 1 and
−1 is only (1, 1, 1,−1) of period 4. On the other hand, any
real-valued perfect sequence consisting of elements of real
numbers is generated by its general solution [3]. In addition,
the real-valued perfect sequence of period 2n is derived from
a real-valued Huffman sequence (also called shift-orthogonal
finite-length sequence) [4], [5] of length 2ν + 1 with positive
integers n and ν, and ν ≥ n whose out-of-phase aperiodic auto
correlation function takes zero except at the left and right shift-
ends [6], [7], [8]. Previously, a fast periodic auto correlation
algorithm for a perfect sequence of period 2n derived from
a real-valued Huffman sequence of length 2n + 1 has been
proposed [6].
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In this paper, we propose fast periodic auto- and cross-
correlation algorithms [9] for an orthogonal set of real-valued
perfect sequences of period 2n derived from the Huffman
sequence of length 2ν +1, ν ≥ n [7], [8]. By this principle, it
is also easy to give fast periodic auto- and cross- correlation
algorithm for a ZCZ set [10], [11] of perfect sequences of
period 2n[8].

II. THE HUFFMAN SEQUENCE

A. Definition of the Huffman sequence

Let âℓ
M be a real-valued finite-length sequence of length M

consisting of real-elements , written as

âℓ
M = {âℓ

M,i} = (âℓ
M,0, · · · , âℓ

M,i, · · · , âℓ
M,M−1),

âℓ
M,i ∈ R,

where âℓ
M,i = 0, i < 0, i > M−1, i denotes the order variable,

ℓ the sequence number and R the set of real numbers. Let Â
be a set of real-valued finite-length sequences âℓ

M , written as

Â = {â0
M , · · · , âℓ

M , · · · , âL̂−1
M }

= {{â0
M,i}, · · · , {âℓ

M,i}, · · · , {âL̂−1
M,i }},

where L̂ denotes the number of sequences in a sequence set,
and is called the family size.

The aperiodic correlation function between sequences âℓ
M

and âℓ′

M at shift i′ is defined by

ρ̂ℓ,ℓ′

M,i′ =
1
M

M−1∑
i=0

âℓ
M,iâ

ℓ′

M,i−i′

=
1
M

(
âℓ

M,i′ ⊗ âℓ′

M,−i′

)
, (1)

where ⊗ denotes the convolution and ρ̂ℓ,ℓ′

M,i′ = 0 for |i′| >
M − 1. If the aperiodic autocorrelation function satisfies

ρ̂ℓ,ℓ
M,i′ =

 1 ; i′ = 0,
0 ; i′ ̸= 0,±(M − 1),

εM−1 ; i′ = ±(M − 1),
(2)

where εM−1 is called a shift-end value and |εM−1| ≤ 1/2, the
sequence âℓ

M is called a real-valued Huffman sequence [4] or
a real-valued shift-orthogonal finite-length sequence [5].
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B. The Huffman sequence of short length

Let âℓ
M be a real-valued Huffman sequence with a negative

shift-end value εM−1 < 0 and length M . Let b̂ℓ
M be a

real-valued Huffman sequence with a positive shift-end value
ε′M−1 > 0. It is easy to give the Huffman sequence of short
length from definition of the sequence. From Eqs. (1) and (2),
the Huffman sequence â0

2 of length 2 and a shift-end value
ε1 < 0 is solved as

â0
2,0 = (

√
1 + 2ε1 +

√
1 − 2ε1)/

√
2

â0
2,1 = (

√
1 + 2ε1 −

√
1 − 2ε1)/

√
2

}
. (3)

From Eqs. (1) and (2), the Huffman sequence b̂0
2 of length

2 and a shift-end value ε′1 > 0 is solved as

b̂0
2,0 = (

√
1 + 2ε′1 +

√
1 − 2ε′1)/

√
2

b̂0
2,1 = (

√
1 + 2ε′1 −

√
1 − 2ε′1)/

√
2

}
. (4)

Similarly, from Eqs. (1) and (2), the Huffman sequence b̂0
5 of

length 5 and a shift-end value ε′4 > 0 is solved as

b̂0
5,0 = b̂0

5,4 =
√

5ε′4
b̂0
5,1 = −b̂0

5,3

=
√

5{2
√

ε′4(1 + 2ε′4) − 4ε′4}
b̂0
5,2 =

√
5(

√
1 + 2ε′4 − 2

√
ε′4)

 . (5)

The sequence b̂0
m of length m ≥ 3 and a shift-end value

ε′m−1 > 0 is obtained by insertion of zero values between
neighboring values of the sequence b̂0

2 of length 2 and multi-
plication by the constant for normalization as follows.

b̂0
m =

√
m

2

(
b̂0
2,0, 0, 0, · · · , 0︸ ︷︷ ︸

m−2

, b̂0
2,1

)
. (6)

Note that a shift-end value ε′m−1 of the sequence b̂0
m of length

m ≥ 3 is equal to one ε′1 of the sequence b̂0
2 of length 2.

In addition, the sequences b̂0
m of length m ≥ 9 and a shift-

end value ε′m−1 > 0 are obtained by insertion of zero values
between neighboring values of the sequence b̂0

5 of length 5 and
multiplication by the constant for normalization as follows.

b̂0
m =

√
m

5

(
b̂0
5,0, 0, · · · , 0︸ ︷︷ ︸

m−5
4

, b̂0
5,1, 0, · · · , 0︸ ︷︷ ︸

m−5
4

,

b̂0
5,2, 0, · · · , 0︸ ︷︷ ︸

m−5
4

, b̂0
5,3, 0, · · · , 0︸ ︷︷ ︸

m−5
4

, b̂0
5,4

)
. (7)

Note that a shift-end value ε′m−1 of the sequence b̂0
m of length

m ≥ 9 is equal to one ε′4 of the sequence b̂0
5 of length 5.

Sequences â1
2 and b̂1

m, m ≥ 2 with a sequence number 1
can be replaced by reversed sequences

â1
2 = (â0

2,1, â
0
2,0),

b̂1
m = (b̂0

m,m−1, · · · , b̂0
m,i, · · · , b̂0

m,0).

C. The Huffman sequence of length 2ν + 1 derived from the
sequence of short length

It is difficult to give the Huffman sequence of long length
from definition of the sequence. The real-valued Huffman
sequence âℓ

M of length M = 2ν + 1,ν = 1, 2, · · · and a
shift-end value εM−1 < 0 can be given by the ν-multiple
convolution of a real-valued Huffman sequence âℓ2

2 of length
2 and a shift-end value ε1 < 0 and the sequences b̂

ℓ′2
2 , b̂

ℓ′3
3 , · · · ,

b̂
ℓ′M+1

2
M+1

2
of length 2, 3, · · · , M+1

2 (= 2ν−1 + 1) and shift-end
values ε′1, ε

′
2, · · · , ε′M−1

2
> 0 as follows [5].

âℓ
M,i = K

(
âℓ2
2,i ⊗ b̂

ℓ′2
2,i ⊗ b̂

ℓ′3
3,i ⊗ · · ·

⊗b̂
ℓ′m
m,i ⊗ · · · ⊗ b̂

ℓ′M+1
2

M+1
2 ,i

)
, (8)

K = K3K5 · · ·K2m−1 · · ·KM ,

K2m−1 =
√

2m − 1

m
√

1 − 2ε2
m−1

, (9)

where m = 2µ + 1, µ = 0, 1, · · · , ν − 1, ⊗ denotes the
convolution as

âℓ
m,i ⊗ b̂ℓ′

n,i =
m−1∑
k=0

âℓ
m,k b̂ℓ′

n,i−k

and ℓ2, ℓ′2, ℓ′3, · · · , ℓ′M+1
2

denote the sequence numbers. The

sequences âℓ2
2 and b̂

ℓ′m
m , m = 2µ + 1, µ = 0, 1, · · · , M+1

2 are
called elementary sequences. From a shift-end value εM−1

of the Huffman sequence âℓ
M of length M , shift-end values

ε′M−1
2

, · · · , ε′2, ε′1, ε1 of elementary sequences b̂
ℓ′M+1

2
M+1

2
, · · · ,

b̂
ℓ′3
3 , b̂

ℓ′2
2 and âℓ2

2 are solved as
εm−1

2
= −

√
−εm−1

1−2εm−1
< 0,

ε′m−1
2

= −εm−1
2

> 0,

m = M, M+1
2 , · · · , 5, 3.

(10)

These elementary sequences are derived from the Huffman
sequence of length 2 shown in Eqs. (3), (4) and (6). or length
5 shown in Eqs. (5) and (7).

A set of the Huffman sequences âℓ
M is constructed by com-

binations of original elementary sequences with a sequence
number 0 and reversed elementary sequences with a sequence
number 1. A sequence number ℓ of the Huffman sequence âℓ

M

is expressed in a binary notation as

ℓ = (ℓ′M+1
2

, · · · , ℓ′3, ℓ
′
2, ℓ2)2

= ℓ2 + 2
ν−1∑
k=0

2kℓ′2k+1.

As an example, we generate a set of real-valued Huffman
sequences âℓ

9 of length M = 9 and a shift-end value ε8 =
−1/(M − 1) = −0.125. From Eq. (8), the sequence âℓ

9 is
synthesized by multiple convolutions of elementary sequences
âℓ2
2 , b̂

ℓ′2
2 , b̂

ℓ′3
3 and b̂

ℓ′5
5 . From Eq. (9), the constants for normal-

ization are K3 = 1.18752, K5 = 0.95232 and K9 = 0.67082,
where these values are rounded off to five decimal places.
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From Eq. (10), shift-end values of elementary sequences b̂
ℓ′5
5 ,

b̂
ℓ′3
3 , b̂

ℓ′2
2 and âℓ2

2 are ε′4 = 0.31623, ε′2 = 0.44013 and
ε′1 = −ε1 = 0.48382, respectively, where these values are
rounded off to five decimal places.

Elementary sequences are given by the sequence of only
length 2, or length 2 and 5. First, let’s give elementary
sequences derived from the sequence of only length 2. Ele-
mentary sequences â0

2 and b̂0
2 are obtained from Eqs. (3) and

(4), respectively. Similarly, elementary sequences b̂0
3 and b̂0

5 are
obtained from Eqs. (4) and (6). Table I shows 4 elementary
sequences â0

2, b̂0
2, b̂0

3 and b̂0
5 derived from the sequence of

only length 2, and a set of 8 sequences with M = 9 and
ε8 = −1/8 combined by the original and reversed elementary
sequences. Note that this set does not contain the sequence
of ℓ′2 = ℓ2 whose element takes zero values. Next, let’s give
elementary sequences derived from the sequence of length 2
and 5. Elementary sequences â0

2, b̂0
2 and b̂0

3 are derived from
the sequence of length 2. Elementary sequence b̂0

5 is obtained
from Eqs. (5). Table II shows 4 elementary sequences â0

2, b̂0
2,

b̂0
3 and b̂0

5 derived from the sequence of length 2 and 5, and
a set of 16 sequences with M = 9 and ε8 = −1/8 combined
by the original and reversed elementary sequences.

III. A PERFECT SEQUENCE

A. Definition of a perfect sequence

Let aj,s
N be a real-valued periodic sequence of period N

consisting of real elements, written as

aj,s
N = {aj,s

N,i} = (aj,s
N,0, · · · , aj,s

N,i, · · · , aj,s
N,N−1),

aj,s
N,i ∈ R,

where aj,s
N,i+kN = aj,s

N,i with an integer k, i denotes the order
variable, j the sequence number, s the set number and R the
set of real numbers. Let As be a set of real-valued periodic
sequences aj,s

N , written as

As = {a0,s
N , · · · , aj,s

N , · · · , aL−1,s
N },

where L is the number of sequences in a sequence set, and is
called family size.

A periodic correlation function between sequences aj,s
N and

aj′,s
N at a shift i′ is defined by

ρj,j′,s
N,i′ =

1
N

N−1∑
i=0

aj,s
N,ia

j′,s
N,(i−i′) mod N

=
1
N

(
aj,s

N,i′ ⊗ aj′,s
N,−i′

)
, (11)

where ⊗ denotes the convolution and ρj,j′,s
N,i′+kN = ρj,j′,s

N,i′

for any integer k. Equation (11) means the autocorrelation
function for j = j′ and the cross one for j ̸= j′. If the periodic
autocorrelation function satisfies

ρj,j,s
N,i′ =

{
1 ; i′ = 0,
0 ; i′ ̸= 0,

the sequence aj,s
N is called a real-valued perfect sequence [1]

or a real-valued periodic orthogonal sequence [3]. In addition,

if the periodic correlation function satisfies

ρj,j′,s
N,i′ =

 1 ; i′ = 0, j = j′,
0 ; i′ ̸= 0, j = j′,
0 ; i′ = 0, j ̸= j,

(12)

a set As of sequences aj,s
N is called an orthogonal set of real-

valued perfect sequences.

B. Construction of an Orthogonal set of perfect sequences
An orthogonal set of real-valued perfect sequences aj,s

N of
period N = 2n is derived from the Huffman sequences âℓ

M

of length M = 2ν + 1 with ν ≥ n. A perfect sequence aj,s
N

of period N in an orthogonal set is expressed as

aj,s
N,i =

√
N

M(1 + 2εM−1)

{
âℓ

M,i ⊗ ∆N,i−j

}
= K

{
∆N,i−j ⊗ âℓ2

2,i ⊗ b̂
ℓ′2
2,i ⊗ b̂

ℓ′3
3,i ⊗ · · ·

⊗b̂
ℓ′m
m,i ⊗ · · · ⊗ b̂

ℓ′M+1
2

M+1
2 ,i

}
= K

{
∆N,i−j ⊗ αℓ2

2,i ⊗ β
ℓ′2
2,i ⊗ β

ℓ′3
3,i ⊗ · · ·

⊗β
ℓ′m
m,i ⊗ · · · ⊗ β

ℓ′M+1
2

M+1
2 ,i

}
,

= K
{

αℓ2
2,i−j ⊗ β

ℓ′2
2,i−j ⊗ β

ℓ′3
3,i−j ⊗ · · ·

⊗β
ℓ′m
m,i−j ⊗ · · · ⊗ β

ℓ′M+1
2

M+1
2 ,i−j

}
, (13)

∆N,i =
∞∑

k=−∞

δi,kN =
{

1 ; i = kN
0 ; i ̸= kN

,

K =

√
N

2(1 + 2εM−1)
∏ν−1

µ=0(2µ + 1)(1 − 2ε2
2µ)

,

where ∆N,i denotes the impulse sequence of period N , δi,kN

the Kronecker delta, and αℓ2
2 and β

ℓ′m
m are periodic sequences

of period N derived from the Huffman sequences âℓ2
2 and b̂

ℓ′m
m ,

respectively, and αℓ2
2,i+kN = αℓ2

2,i, β
ℓ′m
m,i+kN = β

ℓ′m
m,i for any

integer k. Note that the shift-end value εM−1 of the Huffman
sequence âℓ

M should be chosen a value to reduce the absolute
value of perfect sequences aj,s

N in the set. Periodic sequence
αℓ2

2 is expressed as

{αℓ2
2,i} = {âℓ2

2,i ⊗ ∆N,i}

=
(
âℓ2
2,0, â

ℓ2
2,1, 0, · · · , 0︸ ︷︷ ︸

N−2

)
.

On the other hand, periodic sequence β
ℓ′m
m derived from the

Huffman sequence of length 2 is expressed as

{βℓ′m
m,i} = {b̂ℓ′m

m,i ⊗ ∆N,i}

=



(
b̂
ℓ′m
m,0, 0, · · · , 0︸ ︷︷ ︸

m−2

, b̂
ℓ′m
m,m−1,

0, · · · , 0︸ ︷︷ ︸
N−m

)
;m ≤ N,(

b̂
ℓ′m
m,0 + b̂

ℓ′m
m,m−1, 0, · · · , 0︸ ︷︷ ︸

N−1

)
;m > N.
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TABLE I
ELEMENTARY SEQUENCES DERIVED FROM THE HUFFMAN SEQUENCE OF ONLY LENGTH 2, AND A SET OF 8 REAL-VALUED HUFFMAN SEQUENCES âℓ

9 OF

LENGTH M = 9 AND A SHIFT-END VALUE εM−1 = −0.125.

i ℓ′5ℓ′3ℓ′2ℓ2 0 1 2 3 4 5 6 7 8
â0
2 1.11909 -0.86466

b̂02 1.11909 0.86466
b̂03 1.48719 0.00000 0.88784
b̂05 2.10630 0.00000 0.00000 0.00000 0.75067
â1
9 0001 -2.29947 1.19940 0.92672 0.71603 0.55324 0.42746 0.33028 0.25519 0.48924

â2
9 0010 2.29947 1.19940 -0.92672 0.71603 -0.55324 0.42746 -0.33028 0.25519 -0.48924

â5
9 0101 -1.37276 0.71603 -0.92672 1.19940 1.81023 0.25519 -0.33028 0.42746 0.81952

â6
9 0110 1.37276 0.71603 0.92672 1.19940 -1.81023 0.25519 0.33028 0.42746 -0.81952

â9
9 1001 -0.81952 0.42746 0.33028 0.25519 -1.81023 1.19940 0.92672 0.71603 1.37276

â10
9 1010 0.81952 0.42746 -0.33028 0.25519 1.81023 1.19940 -0.92672 0.71603 -1.37276

â13
9 1101 -0.48924 0.25519 -0.33028 0.42746 -0.55324 0.71603 -0.92672 1.19940 2.29947

â14
9 1110 0.48924 0.25519 0.33028 0.42746 0.55324 0.71603 0.92672 1.19940 -2.29947

Similarly, periodic sequence β
ℓ′m
m derived from the Huffman

sequence of length 5 is expressed as

{βℓ′m
m,i} =



(
b̂
ℓ′m
m,0, 0, · · · , 0︸ ︷︷ ︸

m−5
4

, b̂
ℓ′m
m, m−1

4
,

0, · · · , 0︸ ︷︷ ︸
m−5

4

, b̂
ℓ′m
m, m−1

2
,

0, · · · , 0︸ ︷︷ ︸
m−5

4

, b̂
ℓ′m

m,
3(m−1)

4

,

0, · · · , 0︸ ︷︷ ︸
m−5

4

, b̂
ℓ′m
m,m−1,

0, · · · , 0︸ ︷︷ ︸
N−m

)
;m < N + 1,(

2b̂
ℓ′m
m,0, 0, · · · , 0︸ ︷︷ ︸

m−5
4

, b̂
ℓ′m
m, m−1

4
,

0, · · · , 0︸ ︷︷ ︸
m−5

4

, b̂
ℓ′m
m, m−1

2
,

0, · · · , 0︸ ︷︷ ︸
m−5

4

, b̂
ℓ′m

m,
3(m−1)

4

,

0, · · · , 0︸ ︷︷ ︸
m−5

4

)
;m = N + 1,

(
2b̂

ℓ′m
m,0 + b̂

ℓ′m
m, m−1

2
,

0, · · · , 0︸ ︷︷ ︸
N−1

)
;m > N + 1,

from Eq. (5).
A sequence number j and a family number s of the

orthogonal set of perfect sequences derived from the Huffman
sequence of only length 2 are expressed by

j = (ℓ′M+1
2

, · · · , ℓ′m, · · · , ℓ′3)2

=
ν−2∑
k=0

2kℓ′2k+1+1,

s = ℓ′2,

respectively, where ℓ′2 ̸= ℓ2. Therefore, in the case of the

orthogonal set derived from the Huffman sequence of only
length 2, we can construct two orthogonal sets A0 and A1 of
perfect sequences of period N = M −1 or (M −1)/2, family
size L = (M − 1)/2 and set number s = ℓ′2 = 0 and 1 with
ℓ′2 ̸= ℓ2 . This orthogonal set with N = (M − 1)/2 can reach
the upper bound L = N on family size [1].

Similarly, a sequence number j and a family number s of the
orthogonal set of perfect sequences derived from the Huffman
sequence of length 2 and 5 are expressed by

j = (ℓ′M+1
2

, · · · , ℓ′m, · · · , ℓ′9)2

=
ν−4∑
k=0

2kℓ′2k+3+1,

s = (ℓ′5, ℓ
′
3, ℓ

′
2)2

=
2∑

k=0

2kℓ′2k+1,

respectively, where ℓ′2 ̸= ℓ2. Note that a set with ℓ′2 =
ℓ2 contains the sequence whose element takes zero values.
Therefore, in the case of the orthogonal set derived from the
Huffman sequence of length 2 and 5, we can construct 8
orthogonal sets A0, A1, · · · , A7 of perfect sequences of period
N = M − 1 or (M − 1)/2 or (M − 1)/4 or (M − 1)/8,
family size L = (M − 1)/8 and set number s = 0, 1, · · · , 7.
This orthogonal set with N = (M −1)/8 can reach the upper
bound L = N on family size [1].

As an example of orthogonal sets, let us construct orthog-
onal sets of perfect sequences aj,s

8 of period N = 8 derived
from the Huffman sequences âℓ

17 of length M = 17. From Eq.
(13), a perfect sequence aj,s

8 is generated by convolution of the
Huffman sequence âℓ

17 of length 17 and the impulse sequence
∆8,i−j of period 8. In the case of the orthogonal set derived
from the Huffman sequence of only length 2, we can construct
two orthogonal sets A0 and A1 of perfect sequences of period
8 and family size L = 8 derived from the Huffman sequence
of length 17 and the shift-end value ε16 = −0.00073. Table III
shows two orthogonal sets A0 and A1 of 8 perfect sequences
aj,s
8 of period N = 8 derived from the Huffman sequence

of only length 2. Similarly, in the case of the orthogonal set
derived from the Huffman sequence of length 2 and 5, we
can construct 8 orthogonal sets A0, A1, · · · , A7 of perfect
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TABLE II
ELEMENTARY SEQUENCES DERIVED FROM THE HUFFMAN SEQUENCE OF LENGTH 2 AND 5, AND A SET OF 16 REAL-VALUED HUFFMAN SEQUENCES âℓ

9

OF LENGTH M = 9 AND A SHIFT-END VALUE εM−1 = −0.125.

i ℓ′5ℓ′3ℓ′2ℓ2 0 1 2 3 4 5 6 7 8
â0
2 1.11909 -0.86466

b̂02 1.11909 0.86466
b̂03 1.48719 0.00000 0.88784
b̂05 1.25743 -0.92755 0.34210 0.92755 1.25743
â0
9 0000 1.77669 -1.31058 0.48337 1.31058 1.14349 0.46708 -0.17227 -0.46708 -0.63320

â1
9 0001 -1.37276 1.72864 -0.34842 -0.79845 -0.18986 0.63590 1.09152 1.03198 0.81952

â2
9 0010 1.37276 -0.29659 -0.70794 2.04298 0.61558 1.02875 -0.46088 -0.17706 -0.81952

â3
9 0011 -1.06066 0.78240 0.85492 -1.62589 0.31110 0.06110 1.43206 0.78240 1.06066

â4
9 0100 1.06066 -0.78240 1.43206 -0.06110 0.31110 1.62589 0.85492 -0.78240 -1.06066

â5
9 0101 -0.81952 1.03198 -1.09152 0.63590 0.18986 -0.79845 0.34842 1.72864 1.37276

â6
9 0110 0.81952 -0.17706 0.46088 1.02875 -0.61558 2.04298 0.70794 -0.29659 -1.37276

â7
9 0111 -0.63320 0.46708 -0.17227 -0.46708 1.14349 -1.31058 0.48337 1.31058 1.77669

â8
9 1000 1.77669 -1.31058 0.48337 1.31058 1.14349 0.46708 -0.17227 -0.46708 -0.63320

â9
9 1001 -1.37276 1.72864 -0.34842 -0.79845 -0.18986 0.63590 1.09152 1.03198 0.81952

â10
9 1010 1.37276 -0.29659 -0.70794 2.04298 0.61558 1.02875 -0.46088 -0.17706 -0.81952

â11
9 1011 -1.06066 0.78240 0.85492 -1.62589 0.31110 0.06110 1.43206 0.78240 1.06066

â12
9 1100 1.06066 -0.78240 1.43206 -0.06110 0.31110 1.62589 0.85492 -0.78240 -1.06066

â13
9 1101 -0.81952 1.03198 -1.09152 0.63590 0.18986 -0.79845 0.34842 1.72864 1.37276

â14
9 1110 0.81952 -0.17706 0.46088 1.02875 -0.61558 2.04298 0.70794 -0.29659 -1.37276

â15
9 1111 -0.63320 0.46708 -0.17227 -0.46708 1.14349 -1.31058 0.48337 1.31058 1.77669

TABLE III
TWO ORTHOGONAL SETS A0 AND A1 OF 8 PERFECT SEQUENCES aj,s

8 OF PERIOD N = 8 DERIVED FROM THE HUFFMAN SEQUENCES âℓ
17 OF LENGTH

M = 17 AND THE SHIFT-END VALUE ε16 = −0.00073, WHERE THE HUFFMAN SEQUENCE âℓ
17 IS DERIVED FROM THE HUFFMAN SEQUENCE OF ONLY

LENGTH 2.

i 0 1 2 3 4 5 6 7
a0,0
8 -1.72761 1.72840 1.10053 0.70074 0.44619 0.28410 0.18090 0.11518

a1,0
8 0.28410 -0.44619 0.70074 -1.10053 1.72840 1.72761 0.11518 -0.18090

a2,0
8 1.10053 0.70074 0.44619 0.28410 0.18090 0.11518 -1.72761 1.72840

A0 a3,0
8 0.70074 -1.10053 1.72840 1.72761 0.11518 -0.18090 0.28410 -0.44619

a4,0
8 0.44619 0.28410 0.18090 0.11518 -1.72761 1.72840 1.10053 0.70074

a5,0
8 1.72840 1.72761 0.11518 -0.18090 0.28410 -0.44619 0.70074 -1.10053

a6,0
8 0.18090 0.11518 -1.72761 1.72840 1.10053 0.70074 0.44619 0.28410

a7,0
8 0.11518 -0.18090 0.28410 -0.44619 0.70074 -1.10053 1.72840 1.72761

a0,1
8 1.72761 1.72840 -1.10053 0.70074 -0.44619 0.28410 -0.18090 0.11518

a1,1
8 0.28410 0.44619 0.70074 1.10053 1.72840 -1.72761 0.11518 0.18090

a2,1
8 -1.10053 0.70074 -0.44619 0.28410 -0.18090 0.11518 1.72761 1.72840

A1 a3,1
8 0.70074 1.10053 1.72840 -1.72761 0.11518 0.18090 0.28410 0.44619

a4,1
8 -0.44619 0.28410 -0.18090 0.11518 1.72761 1.72840 -1.10053 0.70074

a5,1
8 1.72840 -1.72761 0.11518 0.18090 0.28410 0.44619 0.70074 1.10053

a6,1
8 -0.18090 0.11518 1.72761 1.72840 -1.10053 0.70074 -0.44619 0.28410

a7,1
8 0.11518 0.18090 0.28410 0.44619 0.70074 1.10053 1.72840 -1.72761

sequences of period 8 and family size L = 2 derived from the
Huffman sequence of length 17. Table IV shows 8 orthogonal
sets A0, A1, · · · , A7 of two perfect sequences aj,s

8 of period
N = 8 derived from the Huffman sequence of length 2 and 5.

IV. FAST CORRELATION ALGORITHM FOR AN
ORTHOGONAL SET OF PERFECT SEQUENCES

A. Fast autocorrelation algorithm

Let d be an input sequence of length N consisting of real-
elements, written as

d = {di} = (d0, · · · , di, · · · , dN−1), di ∈ R,

where di = 0, i < 0, i > N − 1. From Eq. (11), the periodic
autocorrelation function between a perfect sequence aj,s

N and

an input sequence d is given by

xi′ =
1
N

N−1∑
i=0

dia
j,s
N,(i−i′) mod N , (14)

where x = {xi′} = (x0, · · · , xi′ , · · · , xN−1), xi′ ∈ R. In
addition, Eq. (14) is replaced by a determinant of matrix as

X =
1
N

Aj,s
N · D, (15)
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TABLE IV
8 ORTHOGONAL SETS A0 , A1 , · · · , A7 OF TWO PERFECT SEQUENCES aj,s

8 OF PERIOD N = 8 DERIVED FROM THE HUFFMAN SEQUENCES âℓ
17 OF

LENGTH M = 17, WHERE THE HUFFMAN SEQUENCE âℓ
17 IS DERIVED FROM THE HUFFMAN SEQUENCE OF LENGTH 2 AND 5.

ε16 i 0 1 2 3 4 5 6 7
A0 a0,0

8 -0.00045 -1.68595 1.78690 1.10389 0.68195 0.42129 0.26026 0.16078 0.09932
a1,0
8 -0.17357 -0.60564 0.43265 -0.52169 0.95484 -0.65903 1.61451 1.78636

A1 a0,1
8 -0.00045 1.68595 1.78690 -1.10389 0.68195 -0.42129 0.26026 -0.16078 0.09932

a1,1
8 -0.17357 0.60564 0.43265 0.52169 0.95484 0.65903 1.61451 -1.78636

A2 a0,2
8 -0.00073 -0.44619 0.70074 -1.10053 1.72840 1.72761 0.11518 -0.18090 0.28410

a1,2
8 0.99291 1.46081 -0.37116 -1.48938 1.01959 -0.17938 1.18709 0.20795

A3 a0,3
8 -0.00073 0.44619 0.70074 1.10053 1.72840 -1.72761 0.11518 0.18090 0.28410

a1,3
8 0.99291 -1.46081 -0.37116 1.48938 1.01959 0.17938 1.18709 -0.20795

A4 a0,4
8 -0.19999 -0.69044 -0.31542 0.75232 1.92378 -0.70145 1.47937 0.63958 -0.25931

a1,4
8 0.36233 -0.72040 -0.75068 0.74704 1.30214 -0.67149 1.91464 0.64486

A5 a0,5
8 -0.00010 0.34739 1.49141 1.46607 -0.36231 -0.89260 1.22770 -0.92086 0.47163

a1,5
8 -0.30226 -1.59827 1.61225 0.04595 0.41158 1.05306 1.10686 0.49926

A6 a0,6
8 -0.02941 0.62828 -0.20878 -0.53553 1.20070 0.67964 2.16089 -0.77240 -0.32439

a1,6
8 1.20073 0.53552 -0.20876 -0.62828 -0.32442 0.77240 2.16088 -0.67964

A7 a0,7
8 -0.00005 -0.31583 0.41060 0.85720 1.23056 1.00972 -0.22866 -1.55109 1.41593

a1,7
8 1.02309 -0.10988 -0.05277 -1.64331 1.62340 0.80377 0.23470 0.94942

where X = [x0, · · · , xi′ , · · · , xN−1]T , D = [d0, · · · , di, · · · ,
dN−1]T , XT denotes a transposed matrix of X, and

Aj,s
N =

[
{aj,s

N,i}, {a
j,s
N,i ⊗ ∆N,i−1}, · · · ,

{aj,s
N,i ⊗ ∆N,i−(N−1)}

]T

=


aj,s

N,0, aj,s
N,1, · · · aj,s

N,N−1

aj,s
N,N−1, aj,s

N,0, · · · aj,s
N,N−2

...
...

. . .
...

aj,s
N,1, aj,s

N,2, · · · aj,s
N,0

 .

Therefore, the number of multiplications Nmul and additions
Nadd are given by N2 + N and N(N − 1), respectively.

From Eq. (13), Eq. (15) is factorized as

X =
K

N

(
B̂ℓ′

M+1
2

M+1
2

· Rj
)
· · ·

(
B̂ℓ′m

m · Rj
)
· · ·

(
B̂ℓ′3

3 · Rj
)

·
(
B̂ℓ′2

2 · Rj
)
·
(
Âℓ2

2 · Rj
)
· D

=
K

N
Rj · B̂ℓ′

M+1
2

M+1
2

· · · B̂ℓ′m
m · · · B̂ℓ′3

3 · B̂ℓ′2
2 · Âℓ2

2 · D,

(16)

where

Âℓ2
2 =

[
{αℓ2

2,i}, {α
ℓ2
2,i ⊗ ∆N,i−1}, · · · ,

{αℓ2
2,i ⊗ ∆N,i−(N−1)}

]T

=


âℓ2
2,0, âℓ2

2,1, · · · 0
0, âℓ2

2,0, · · · 0
...

...
. . .

...
âℓ2
2,1, 0, · · · , âℓ2

2,0

 ,

B̂ℓ′m
m =

[
{βℓ′m

m,i}, {β
ℓ′m
m,i ⊗ ∆N,i−1}, · · · ,

{βℓ′m
m,i ⊗ ∆N,i−(N−1)}

]T

,

Rj =
[
{∆N,i−j}, {∆N,i−j−1} · · · , {∆N,i−j−(N−2)},

{∆N,i−j−(N−1)}
]T

.

Note that a matrix R0 of size N × N is a unit matrix.
Therefore, in the case of the orthogonal set derived from the
Huffman sequence of only length 2, the number of multipli-
cations Nmul and additions Nadd are given by

Nmul = 2N(log2 N + 1) + N

= 2N log2 N + 3N, (17)
Nadd = N(log2 N + 1)

= N log2 N + N. (18)

Similarly, in the case of the orthogonal set derived from
the Huffman sequence of length 2 and 5, the number of
multiplications Nmul and additions Nadd are given by

Nmul =
{

5N log2 N − 3N ;N = M − 1,
5N log2 N + N ;N < M − 1,

(19)

Nadd =
{

4N log2 N − 5N ;N = M − 1,
4N log2 N − 2N ;N < M − 1.

(20)

Figure 1 and 2 show the number of multiplications Nmul

and additions Nadd to calculate autocorrelation function of
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Fig. 1. The number of multiplications Nmul to calculate autocorrelation
function of a perfect sequence aj,s
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Fig. 2. The number of additions Nadd to calculate autocorrelation function
of a perfect sequence aj,s

N .

As an example, Fig. 3 shows a signal flow of fast periodic
autocorrelation algorithm for a perfect sequence a2,1

8 of period
N = 8 , sequence number j = 2 and set number s = 1 derived
from the Huffman sequences â10

17 of length M = 17 and
sequence number ℓ = (ℓ′9, ℓ

′
5, ℓ

′
3, ℓ

′
2, ℓ2)2 = (01010)2 = 10,

where the Huffman sequence â10
17 is derived from the Huffman

sequence of only length 2. Therefore, the number of multipli-
cations Nmul and additions Nadd are 72(= 2× 8(3 + 1) + 8)
and 32(= 8(3 + 1)), respectively. Similarly, Fig. 4 shows a
signal flow of fast periodic autocorrelation algorithm for a
perfect sequence a0,5

8 of period N = 8 , sequence number
j = 0 and set number s = 5 derived from the Huffman
sequences â10

17 of length M = 17 and sequence number
ℓ = (ℓ′9, ℓ

′
5, ℓ

′
3, ℓ

′
2, ℓ2)2 = (01010)2 = 10, where the Huffman

sequence â10
17 is derived from the Huffman sequence of length

2 and 5. Therefore, the number of multiplications Nmul and
additions Nadd are 128(= 5× 8 + 88) and 80(= 4× 8 + 48),
respectively.

i i
′

â0

2,0

di xi′

â
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2,1
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Fig. 3. A signal flow of fast periodic autocorrelation algorithm for a perfect
sequence a2,1

8 of period N = 8, sequence number j = 2 and set number
s = 1 derived from the Huffman sequence â10

17 of length M = 17 and
sequence number ℓ = 10, where the Huffman sequence â10

17 is derived from
the Huffman sequence of only length 2.

B. Fast crosscorrelation algorithm

From Eq. (11), the periodic crosscorrelation function be-
tween a perfect sequence aj,s

N and an input sequence d is given
by

yj =
1
N

N−1∑
i=0

dia
j,s
N,i, (21)

where y = {yj} = (y0, · · · , yj , · · · , yL−1), yj ∈ R. In
addition, Eq. (21) is replaced by a determinant of matrix as

Y =
1
N

Cs
N · D, (22)

where Y = [y0, · · · , yj , · · · , yL−1]T , Cs
N is a matrix of size

L × N and

Cs
N =

[
a0,s

N , · · · , aj,s
N , · · · , aL−1,s

N

]T

=


a0,s

N,0, a0,s
N,1, · · · a0,s

N,N−1

a1,s
N,0, a1,s

N,1, · · · a1,s
N,N−1

...
...

. . .
...

aL−1,s
N,0 , aL−1,s

N,1 , · · · aL−1,s
N,N−1

 .

Therefore, the number of multiplications Nmul and additions
Nadd are given by LN + L and L(N − 1), respectively.

In the case of the orthogonal set derived from the Huffman
sequence of only length 2, from Eq. (13), Eq. (22) is factorized
as

Y =
K

N
F̂M+1

2
· Ĉ2ν−2+1 · · · Ĉ2k+1 · · · Ĉ3

·B̂ℓ′2
2 · Âℓ2

2 · D, (23)
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Fig. 4. A signal flow of fast periodic autocorrelation algorithm for a perfect
sequence a0,5

8 of period N = 8, sequence number j = 0 and set number
s = 5 derived from the Huffman sequence â10

17 of length M = 17 and
sequence number ℓ = 10, where the Huffman sequence â10

17 is derived from
the Huffman sequence of length 2 and 5.

where set number s = ℓ′2 and ℓ2 ̸= ℓ′2, and F̂m is a matrix
of size L× N and Cm is a matrix of size N ×N , and these
matrices are given by

F̂M+1
2

=
[
{β0

M+1
2 ,i

⊗ ∆N,i}, {β0
M+1

2 ,i
⊗ ∆N,i−1}, · · · ,

{β0
M+1

2 ,i
⊗ ∆N,i−( L

2 −1)}, {β1
M+1

2 ,i
⊗ ∆N,i−L

2
},

· · · {β1
M+1

2 ,i
⊗ ∆N,i−(L−1)},

]T

,

Ĉ2k+1 =
[
{β0

2k+1,i ⊗ ∆N,i}, · · · ,

{β0
2k+1,i ⊗ ∆N,i−(2k−1−1)},

{β1
2k+1,i ⊗ ∆N,i−2k−1}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(2k−1)},

{β0
2k+1,i ⊗ ∆N,i−2k},

· · · , {β0
2k+1,i ⊗ ∆N,i−(3·2k−1−1)}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(N−2k−1)}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(N−1)}

]T

.

Therefore, the number of multiplications Nmul and additions
Nadd are given by

Nmul =
{

2N log2 N + 3L ; N = M − 1,
2N log2 N + 3N ; N < M − 1,

(24)

Nadd =
{

N log2 N + L ; N = M − 1,
N log2 N + N ; N < M − 1.

(25)

Similarly, in the case of the orthogonal set derived from the
Huffman sequence of length 2 and 5, from Eq. (13), Eq. (22)

is factorized as

Y =
K

N
F̂M+1

2
· Ĉ2ν−2+1 · · · Ĉ2k+1 · · · Ĉ9

·B̂ℓ′5
5 · B̂ℓ′3

3 · B̂ℓ′2
2 · Âℓ2

2 · D, (26)

where set number s = (ℓ′5, ℓ
′
3, ℓ

′
2)2 and ℓ2 ̸= ℓ′2, and a matrix

Cm is given by

Ĉ2k+1 =
[
{β0

2k+1,i ⊗ ∆N,i}, · · · ,

{β0
2k+1,i ⊗ ∆N,i−(2k−3−1)},

{β1
2k+1,i ⊗ ∆N,i−2k−3}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(2k−2−1)},

{β0
2k+1,i ⊗ ∆N,i−2k−2}, · · · ,

{β0
2k+1,i ⊗ ∆N,i−(3·2k−3−1)}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(N−2k−3)}, · · · ,

{β1
2k+1,i ⊗ ∆N,i−(N−1)}

]T

.

Therefore, the number of multiplications Nmul and additions
Nadd are given by

Nmul =



2N + 30L ; N = M − 1, N = 8,
4N + 45L ; N = M − 1, N = 16,
5N log2 N
−19N + 66L ; N = M − 1, N ≥ 32,
5N log2 N
−4N + 5L ; N < M − 1,

(27)

Nadd =



N + 16L ; N = M − 1, N = 8,
2N + 31L ; N = M − 1, N = 16,
4N log2 N
−17N + 52L ; N = M − 1, N ≥ 32,
4N log2 N
−5N + 3L ; N < M − 1.

(28)

Figures 5 and 6 show the number of multiplications Nmul

and additions Nadd to calculate crosscorrelation function of
an orthogonal set of perfect sequences aj,s

N of family size L =
N/2, respectively. Note that the number of multiplications
Nmul and additions Nadd to calculate crosscorrelation function
of an orthogonal set of perfect sequences aj,s

N of family size
L = N is equal to Fig. 1 and 2, respectively.

As an example, Fig. 7 shows a signal flow of fast periodic
crosscorrelation algorithm for an orthogonal set of perfect
sequences aj,s

8 of period N = 8, family size L = 8 and
set number s = ℓ′2 derived from the real-valued Huffman
sequences âℓ

17 of M = 17, where the Huffman sequence âℓ
17

is derived from the Huffman sequence of only length 2. Note
that b̂0

9,0 + b̂0
9,8 is equal to b̂1

9,0 + b̂1
9,8 because b̂0

9 is a reversed
sequence of b̂1

9. Therefore, the number of multiplications
Nmul and additions Nadd are 72(= 2 × 8(3 + 1) + 8)
and 32(= 8(3 + 1)), respectively. Similarly, Fig. 8 shows a
signal flow of fast periodic crosscorrelation algorithm for an
orthogonal set of perfect sequences aj,s

8 of period N = 8,
family size L = 2 and set number s = (ℓ′5, ℓ

′
3, ℓ

′
2)2 derived

from the real-valued Huffman sequences âℓ
17 of M = 17,

where the Huffman sequence âℓ
17 is derived from the Huffman

sequence of length 2 and 5. Note that b̂0
9,0 + b̂0

9,8 is equal to
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Fig. 5. The number of multiplications Nmul to calculate crosscorrelation
function of an orthogonal set of perfect sequences aj,s

N of family size L =
N/2.
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Fig. 6. The number of additions Nadd to calculate crosscorrelation function
of an orthogonal set of perfect sequences aj,s

N of family size L = N/2.

b̂1
9,0 + b̂1

9,8 because b̂0
9 is a reversed sequence of b̂1

9. Therefore,
the number of multiplications Nmul and additions Nadd are
98(= 5×8+48+10) and 62(= 4×8+24+6), respectively.

V. CONCLUSION

In this paper, we have proposed fast periodic auto- and
cross-correlation algorithms for an orthogonal set of real-
valued perfect sequences of period N = 2n which are
derived from the real-valued Huffman sequences of length
M = 2ν + 1 with n ≤ ν. The sequence is synthesized by
multiple convolutions of ν+1 elementary sequences which are
generated by combinations of original and reversed elementary
sequences.

As a result, the number of multiplications and additions can
be suppressed from the order of N2 to the order of N log2 N
by proposed algorithms.
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â
ℓ2
2,1

â
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