
 

 

  
Abstract—The paper highlights the vital problem of information 

mathematical modelling of the logistic system. The complex system 
itself consists of identical parallel manufacturing subsystems in 
which there is a manufacturing route arranged in a series of stands. 
Each stand is equipped with a machine with the dedicated tool. There 
are interoperation buffer stores between subsequent production 
stands. After getting worn out, certain tools require regeneration. 
Used tools from the identical production stands share the same 
regeneration plant. Irreplaceable tools need to be exchanged for new 
ones. The replaceable tool can be regenerated a certain number of 
times. The production process is optimized by means of the stated 
criteria respecting defined bounds. There is a set of control 
approaches of which the most effective one is to be chosen in order 
to either maximize the production output or minimize the lost flow 
capacity or, finally, minimize the total tool replacement time. The 
logistic system is controlled by a determined heuristic algorithm. 
There are also given sub-line heuristic algorithms. Equations of state 
illustrate the flow of charge material and changes of the order vector 
elements. Manufacturing strategies allow us to decide which 
approach will be implemented. Moreover, optimization issues are 
discussed by means of introducing the multi-stage process model. 
 
Keywords— Heuristic algorithm, logistic system, mathematical 

modelling, optimization criteria, manufacturing strategies, multi-
stage process model.  

I. INTRODUCTION 
N the contemporary times, manufacturing systems are 

understood as highly complex logistic plants where control 
meets pre-defined requirements in accordance with the 
assumed criteria. The flow of charge material is tunneled 
precisely so that the production output is maximal within the 
minimal possible time at the lowest allowable costs. However, 
the main goals remain manufacturing customers’ orders by the 
assumed time as well as meeting their quality needs. Processes 
in logistic systems are planned and controlled operatively. The 
computer simulation of discrete events, the so-called Discrete 
Event Simulation (DES), is becoming an essential support 
instrument in making the operation of production and logistics 
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systems more effective. Computer simulation is a widely used 
analytical tool which permits the study of complex systems 
which cannot be modelled by other mathematical and 
statistical methods. This simulation can be used to determine 
the state of certain controllable inputs to a system that will 
cause system outputs to be at their most favourable or optimal 
conditions. This is the principle of simulation optimization 
[1]. Unlike traditional simulation experimentation answering 
“what-if” questions, simulation optimization seeks to answer 
“how-to” questions by identifying the most effective system 
design or course of action that can maximize system 
performance.  

Over the past three decades a large amount of research has 
been devoted to the analysis and modelling of production line 
systems or logistics systems. Papadopoulos and Heavey 
present a comprehensive literature review of related papers in 
[2]. One of the critical design factors is the allocation of buffer 
storage structures with certain capacities between stations. For 
example, a simulation model which was proposed in [3] 
defines the optimal dimension of the buffer with regard to the 
maintenance policy. A generalized meta-model is developed 
in the work [4]. It incorporates simulation and neural network 
modelling applications in order to determine the optimum 
buffer storage capacities between the stages of a serial 
production flow line. The procedure is based on generating a 
set of representative buffer storage capacities from all possible 
combinations; simulating the line with selected capacities; 
using the simulation output to train a neural network model; 
and evaluating all possible capacity combinations to select the 
best capacities available. It is also possible to use the 
Markovian production system model with a bottleneck [5]. 
Another work compares the performances of push, pull, and 
hybrid production control systems for a single line of the 
multi-stage and continuous process using simulation as a tool 
[6]. The study is inspired by a production scheduling problem 
in a large aluminum rolling and processing factory in Istanbul. 

Simulation optimization is another vital issue as it is a 
highly timely topic in the field of manufacturing and supply 
chain management. Simulation optimization is an extremely 
valuable technique for investigating the behaviour of many 
business processes. The high abstraction level of the concept 
of discrete event simulation means that its application 
potential is extremely wide-ranging. Some common 
application areas of discrete event simulation or simulation 
optimization are service stations such as airports [7], call 
centers and supermarkets; road and rail traffic; industrial 
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production lines [8] or technological process [9] and logistical 
operations like warehousing and distribution [10,11]. The 
possibilities and limits of simulation employed to create 
optimal order sequences for flow-shop production systems are 
outlined as well as discussed and some examples are 
emphasized in the work [12]. However, this kind of approach 
requires using sophisticated methods supported by validated 
tools created on the basis of thoroughly analyzed background. 
Even if the final output of the company can be achieved with 
the use of the traditional methods, complex data analysis may 
result in finding proper solution to the cost cutting issue [31].  

Optimal control of a substitutable inventory system, 
structured assemble-to-order systems and the impact of 
advance demand information on various production-inventory 
control mechanisms are the key factors which must be taken 
into account while planning order realization procedures [13]. 
Deterministic systems used for these purposes do not involve 
any randomness in the development of subsequent states of 
the logistic system. Therefore, such a model will always 
produce the same output from a given initial state. Stochastic 
ordering is a fundamental guide for decision making under 
uncertainty. It is also an essential tool in the study of structural 
properties of complex stochastic systems [14]. Developing 
solutions with heuristic tools offers two major advantages: 
shortened development time and more robust systems [15]. 
Evolutionary design of intelligent systems is gaining much 
popularity due to its capabilities in handling several real world 
problems involving optimization, complexity, noisy and non-
stationary environment, imprecision, uncertainty and 
vagueness [16]. Computational techniques can be used to 
solve complex problems, simulate nature, explain natural 
phenomena, and possibly allow the development of new 
computing technologies [17]. Proper implementation of 
algorithmic approach can solve many of today's intransigent 
problems by adapting to new manufacturing challenges [18]. 
Moreover, many problems can be solved by means of 
adequate multi-criteria decision-making using modern 
heuristics [19]. 

DES and simulation optimization are highly complex fields 
of research that have the potential of having a considerable 
impact on the practice - and particularly, when computers 
become significantly faster. Therefore, at present, a wide 
range of commercial products are available on the market 
which are intended for the Windows and UNIX platforms, and 
which offer an extremely wide spectrum of possibilities for 
the modelling and simulation of manufacturing, logistical and 
other queuing systems [20,21]. Currently, nearly every 
commercial discrete event simulation software contains a 
module (package) that performs some sort of “optimization” 
rather than just pure statistical estimation. The goal of an 
“optimization” package is to orchestrate the simulation of a 
sequence of system configurations so that a system 
configuration is eventually obtained providing an optimal or 
near optimal solution. The work [22] surveys the most 
prominent simulation optimization software packages (either 
plug-ins or integrated) currently available and their vendors 

and the simulation software product that they support and the 
search techniques used. Our workplace is equipped with a 
Witness environment in which, in close cooperation with 
industrial partners, we have conducted a number of simulation 
studies that have led – at least in part, to increases in the 
productivity of manufacturing, queuing and logistical systems. 
This environment especially Witness Optimizer package can 
also be used for the solution to the problem stated hereby. The 
Witness environment was used for the optimization of 
manufacturing, logistics and queuing systems in a whole 
range of simulation studies. Process analysis using Witness 
has been conducted, for instance, in the lens manufacturing 
process flow of at firm in order to identify improvement-prone 
areas and improvement alternative solutions were proposed 
[23]. Another work illustrates the use of Witness computer 
simulation in order to design the production of a 
manufacturing company that produces snow-melting modules. 
The analysis presented here describes the production design 
process and compares the performance of the new design with 
the existing system’s performance [24]. The Witness 
environment was also used for the simulation of the 
ophthalmology service of the Regional Military and 
University Hospital of Oran in Algeria [25] or for analysis of 
the best layout for an industrial plant [26]. The results that 
were obtained from applying Witness Optimizer to a 
manufacturing example with seven decision variables are 
presented in [27]. Witness’s applications in simulation 
solution deployment have been illustrated in [28]. 

II. GENERAL ASSUMPTIONS 

A. Mathematical description of the system 
Let us model a sample logistic structure which is controlled 

by means of decisions made in a deterministic way. The 
problem itself consists in determining the sequence of 
elements of the order vector which are to be realized 
subsequently. The proposed heuristic algorithms choose the 
required element on which certain operations are carried out. 
We assume that every decision about production, replacement 
or regeneration is made at the stage k-1 after passing the 
identical time intervals. The state of orders decreases after 
each production decision which influences the state of the 
whole logistic system at each stage k, k=1,...,K. The criteria of 
either production maximization or the lost flow capacity or the 
minimal tool replacement time are proposed on condition that 
they are associated by adequate bounds. Assuming that the 
results of calculations which are made for a chosen heuristic 
algorithm do not deliver a satisfactory solution, there arises a 
need to test other algorithms. 

Let us introduce the vector of charges W=[wl], where wl is 
the lth charge material as well as the vector of orders Z=[zn], 
where zn is the nth production order (given in units). 

Now, we propose the assignment matrix of products to 
charges in the form (1), where ωl,n is the assignment of the nth 
product to the lth charge material. 

 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION

Issue 1, Volume 6, 2012 128



 

 

[ ]n,lωΩ = , L,...,l 1= , N,...,n 1=    (1)

 
Elements of the assignment matrix take the values 

according to the form (2). 
 

⎪
⎩

⎪
⎨
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otherwise0
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 realized isproduct th   theif1 l
n

n,lω  (2)

 
Manufacturing of the nth product becomes possible on 

condition in the form (3).  
 

1
1
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=

L

l
n,lω , N,...,n 1=  (3)

 
However, we can distinguish three different types of 

charge:  
1) dedicated (if the condition in the form (4) is valid) 
2) alternate (if the condition in the form (5) is valid) 
3) universal (if the condition in the form (6) is valid) 
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The charge is dedicated if only a specified product can be 

made from it. In case of an alternate charge, a product can be 
obtained from some types of it. The universal charge enables 
realization of a given product from each type. We also assume 
that used charge vector elements are immediately 
supplemented. However, for simplicity reasons, we assume 
that each nth product is made from the universal charge. It 
results in realization the nth product from any lth charge. 

The logistic system presented hereby consists of I parallel 
manufacturing subsystems. Each ith subsystem consists of J 
production stands arranged in series. Realized products are 
passed subsequently through each stand in the ith subsystem. 
There are buffer stores between subsequent production stands. 

Let us assume that )n(bk
j  is the capacity of the jth buffer 

store in case of storing the nth semi-product. It is assumed that 
the capacity of each jth buffer store is limited and equals 

maxj )n(b , 11 −= J,...,j . It is assumed that the condition in the 
form (7) is valid. 

 

maxj
k
n )n(b)n(b ≤  (7)

Moreover, we assume that all stands in the jth column share 
only one jth interoperation buffer store. Each jth production 
stand located in the ith row of the logistic system can carry out 
an operation on the nth product. It is assumed that each 
production stand placed in the jth column of any 
manufacturing subsystem realizes the same operation with the 
use of the identical tool. Moreover, it must also be assumed 
that I<N. 

Let us introduce the vector of regeneration plants [ ]jrR = , 
J,...,j 1= . The jth regeneration plant regenerates tools which 

are used in each manufacturing stand placed in the jth column 
of the discussed logistic system. The elements of the vector R 
take the values according to the form (8). 

 

⎩
⎨
⎧

=
otherwise0

active if1
jr  (8)

 
If tools of the jth production stand are to be replaced with 

new ones, there is no need for their regeneration to be carried 
out.  

Minimizing the total production time by means of 
minimizing the regeneration time of tools as well as finding 
the optimal sequence of production decisions which are meant 
to send totally worn out tools to the jth regeneration plant 
remain the most important goal of the problem stated hereby 
in the paper. The given tool can be regenerated only a pre-
defined number of times. If this number is exceeded, the tool 
is excluded from the production process and must be replaced 
by a new one. However, in certain predefined columns there 
are stands whose tools cannot be regenerated and must be 
replaced by new ones (rj=0). 

Let [ ]j,ieE =  be the matrix of stands in the discussed 
logistic system. The elements of this matrix at the kth stage 
take the values in accordance with the form (9). 

 

⎩
⎨
⎧

=
otherwise0

active if1k
j,ie  (9)

 
The elements of the vector of buffer stores [ ]jbB = at the 

kth stage take the values in accordance with the form (10) and 
at the same time 0=∀ k

Jk
b , k=1,…,K. 

 

⎩
⎨
⎧

=
otherwise0

necessary is storebuffer   theif1k
jb

 
(10)

 
If 0=k

jb , then the state of the state of this buffer store is 

not considered. If max)()( nbnb jj = , then no nth product can 

leave any production stand in the jth column unless the 
equation (11) is valid. 
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max)()( nbnb jj <  (11)

 
The flow of the order vector elements in the manufacturing 

logistic system formed on the basis of the discussed 
assumptions is shown at the kth stage in the form (12). 
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The life matrix of the logistic system for a brand new set of 

tools is defined as [ ]jngG ,= , where gn,j is the number of 
units of the nth product which can be realized in any 
production stand in the jth column before its tool is 
completely worn out and requires an immediate replacement 
with either a regenerated or new tool. 

B. Manufacturing time of the order 
Let us define the matrix (13) of production times for the nth 

product in the production stand in the jth column. If the nth 
product is not realized in the production stand in the jth 
column, then 0=pr

jn,τ .  
 

[ ]pr
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prT τ= , N,...,n 1= , J,...,j 1=  (13)

 
On the basis of the above, the equations in the form (14) 

and (15) must be introduced, where k
jiy , take the values 

specified in the form (16). 
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For the above to be valid, it is assumed that the replacing 

tool is available on demand. 
Let us define the vector (17) of replacement times for the 

tools in the logistic system, where repl
jτ  is the defined 

replacement time of the tool in the production stand in the jth 
column. 

 

[ ]repl
j

replT τ=  (17)

 
Let us introduce the production rate vector [ ]nvV = . Its 

element nv  represents the number of units of the nth product 
made in the defined time unit in the ith production line. 

In order to calculate the total manufacturing time of all 
elements of the vector Z, it is necessary to take into account 
the production time, the replacement time and, finally, the 
regeneration time of used tools. The order realization time can 
be optimized by either employing more production lines at the 
same time to realize the nth element or replacing tools only 
then when they are fully worn or optimizing the regeneration 
process so that the tool after regeneration is available on 
demand. The total order realization time T is calculated 
beginning with the moment when the first chosen nth element 
enters the logistic system till the moment when the last 
element of the order vector leaves any stand in the Jth column. 

C. Equations of state 
The state of the discussed parallel logistic system changes 

in case of manufacturing the nth product according to the 
scheme shown in (18). 
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k
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The state of the production stand in case of production the 

nth product changes according to the form (19). This state can 
be written in the form (20).  
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The state of the production stand in case of replacement of 

the tool changes according to the form (21).  
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Let [ ]1
,

1 )( −− = k
ji

k
n nsS  be the matrix of state of the logistic 

system for the nth product realization at the stage k-1 where 
1

,)( −k
jins  is the number of units of the nth product already 

realized in the stand in the ith row of the jth column with the 
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use of the installed tool. The state of the jth interoperation 
buffer store is verified according to the form (22) after every 
decision which is made in the system. 
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The variable )(nxk

j represents the number of units of the 

nth semi-product leaving production stands in the jth column 
and )(1 nxk

j+  is the number of units of the nth semi-product 
entering the production stand located in the column 1+j . 

The order vector changes after every production decision 
according to the scheme (23).  

 
Kk ZZZZ →→→→→ ......10  (23)

 
The order vector is modified after every decision about 

production accordance with the specification (24). 
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D. The flow capacity of the system 

Let [ ]1
,

1 )( −− = k
ji

k
n npP  be the matrix of the flow capacity of 

the logistic system for the nth product realization at the stage 
k-1 where 1

,)( −k
jinp  is the number of units of the nth product 

which still can be realized in the stand in the ith row of the jth 
column. If the condition in the form (25) is valid, then the nth 
order awaits for completing the regeneration process and 
installing a new tool to enter the production system. 
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On the basis of the above assumptions we can determine the 

flow capacity of the production stand in the ith row of the jth 
column for the nth element of the order vector Z at the stage  
k-1 in the form (26). 
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The manufacturing procedure consists in realizing orders in 

parallel production routes in sequence. It is assumed that 
manufacturing another order element in a route can begin 
when the previously realized one leaves the route. Its 
disadvantage consists in the need of waiting for completing 
the manufacturing process of a certain product in this route 
before resuming it again for the next one. This results in not 

using the available flow capacity of the whole production 
system. Moreover, during the production course tools must be 
replaced. The state of the system has to be recalculated when 
any decision is made in the system. 

III. HEURISTIC ALGORITHMS TO CONTROL THE CHOICE OF THE 
ORDER 

In order to control the choice of the order vector elements 
we need to implement heuristics which determine elements 
from the vector Z for the production process. The control 
algorithms for production are put forward. 

A. The algorithm of the maximal order 
This algorithm chooses the biggest order vector element 

characterized by the biggest coefficient 1−k
nγ  in the state 1−kS . 

To produce element a, Na ≤≤1  the condition in the form 
(27) must be met, where 11 −− = k

n
k
n zγ . 
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This approach is justified by avoiding excessive bringing 

the production line to a standstill in order to change an 
element to be manufactured. If only minimal orders were 
chosen in state 1−k

nS , in consequence the number of orders 
might be reduced. Such control is favourable because the nth 
production line is blocked and must be stopped only in order 
to replace the tools in certain stands (on condition that the 
replacement process disturbs the flow of the material).  

B. The algorithm of the minimal order 
This algorithm chooses the smallest order vector element 

characterized by the smallest coefficient 1−k
nγ  in the state 1−kS . 

To produce the element a, the condition (28) must be met, 
where 11 −− = k

n
k
n zγ . 
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This approach is justified by the need to eliminate the 

elements of the order vector Z which could be sent to the 
customer just after the nth product leaves the production line 
on condition that the customer sets such a requirement. 

C. The algorithm of the relative order 
This algorithm chooses the order characterized by the 

maximal relative order coefficient
 

1−k
nγ  in the state 1−kS .  

To produce the element a, the condition (29) must be met, 
where 011

n
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It is assumed that the orders are realized one after another 
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that is to say each order element zn  in the state 1−k
nS  is reduced 

partly. Such control may be advantageous when some parts of 
the order are needed earlier.  

IV. SUB-LINE HEURISTIC ALGORITHMS  
In order to control the choice of the line we need to 

implement heuristics which determine the subsystem for 
producing the order on the basis of the flow capacity of the 
routes (subsystems) defined in the vector (30), where 

1)( −k
inp is the flow capacity of the ith subsystem.  

 

[ ]11 )( −− = k
i

k
i npP  (30)
 
The algorithms of the maximal and minimal capacity of the 

subsystem are put forward. 

A. The algorithm of the maximal flow capacity of the sub-
system  
This algorithm chooses the route characterized by the 

maximal flow capacity of the subsystem i.e. the maximal 
coefficient 1−k

iρ . To choose the route b, Ib ≤≤1 , the 
condition in the form (31) must be met, where 

11 )( −− = k
i

k
i npρ . 
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It is assumed that the nth order is manufactured in the 

minimal number of subsystems which may not lead to 
splitting the order.  

B. The algorithm of the minimal flow capacity of the sub-
system  
This algorithm chooses the route characterized by the 

minimal flow capacity of the subsystem i.e. the minimal 
coefficient 1−k

iρ . To choose the route b, Ib ≤≤1 , the 
condition in the form (32) must be met, where 

11 )( −− = k
i

k
i npρ . 
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It is assumed that the nth order is manufactured in the 

bigger number of subsystems which may not lead to faster 
manufacturing the order.  

V. THE REGENERATION PROCEDURE 

Let us introduce the matrix [ ]ji ,δΔ =  which elements 
represent the number of allowable regeneration processes of 
the tool for the stand located in the jth column. If the formula 
(33) is valid, then tools from the stands in the jth column 
cannot be regenerated and must be replaced by a new one. If 

the formula (34) is valid and at the same time the number of 
already carried out regeneration procedures has been 
exceeded, the tool cannot be regenerated anymore and must be 
replaced with a new one. We assume that the replaced tools 
are available at once. 

 
00 ,

1
=∀⇒=

≤≤
ji

Ii
jr δ  (33)
 

0,
1

≠∀
≤≤

ji
Ii
δ  (34)

 
Each active regeneration plant rj uses the FIFO procedure 

consisting in regenerating the worn out elements which are in 
the queue as the first ones. Then, in due course, the element 
after completing the regeneration procedure is returned to the 
adequate production stand which has been in the standstill 
mode the longest period of time. Machines in the production 
stands use tools which either can be regenerated or must be 
replaced by a new one. Each tool subjected to regeneration is 
indexed. The matrix of the number of allowable regeneration 
procedures of a tool is given in the vector [ ]reg

j
regR ς= , where 

ϕς =reg
j , Φ= ,...,1,0ϕ . If 0=reg

jς , then tools from stands in 
the jth column are not subjected to the regeneration procedure 
and must be replaced in order to resume the manufacturing 
process.  

VI. MANUFACTURING CRITERIA 
The criteria presented hereby are meant to either maximize 

the production output or minimize the lost flow capacity of the 
production stands or minimize the tool replacement time.  
Let us propose production criteria for the logistic system 
along with the necessary bounds. 

A. The production maximization criterion 
The production maximization criterion in the form (35) is 

reduced to the tool replacement bound specified in the form 
(36) and the flow capacity bound (37), where k

nx  is the 
number of units of the nth element realized at the kth stage 
and c is the maximal allowable tool replacement time. 
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B. The lost flow capacity criterion 
It is assumed that the total order realization time can be 

minimized by reducing the lost flow capacity of tools  
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(the so-called residual pass) as other processes (e.g. the time 
of tool replacement is defined) cannot be shortened. Such a 
sum can be minimized by means of the method given in [29]. 
Therefore, the maximal possible use of tools is one of the 
most important goals and leads to implementing the lost flow 
capacity criterion in the form (38) which is reduced to the tool 
replacement bound specified in the form (39) and the order 
bound (40).  
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C. The minimal tool replacement time criterion 
The minimal tool replacement time criterion in the form 

(41) is reduced to the flow capacity bound specified in the 
form (42) and the order bound (43). 
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VII. MANUFACTURING STRATEGIES 
There are two proposed strategies on the basis of which the 

order realization can be carried out. The first one consists in 
realization the whole order 1−k

nz  and only then can another 

order 1−kzν  enter the production system. However, there are a 
lot of disadvantages expected (e.g. the lost production 
availability which may result in big financial losses if the time 
factor is analyzed). In this case, the model approach discussed 
in the paper can be used for calculations. The state of the 
system is then thought of as ( ) 1−knS .  

The second strategy is based on the assumption that 
elements of the order vector are realized one after another i.e. 
the element 1−kzν  enters the production system even then when 

the order 1−k
nz  is still realized in the logistic system. The state 

is then calculated in the stated even moments of time e.g. 
every second. However, the state is calculated for each 
element separately: ( ) 1−knS  for the n-th order vector element, 

( ) 1−kS ν  for the ν th order vector element where n≠ν , 

( ) 1' −kS ν  for the 'ν th order vector element where n' ≠≠νν , 
etc. 

VIII. OPTIMIZATION  MATTERS 
Let us now analyze the discussed production system from 

the point of view of the optimization approach. Here, we can 
distinguish the production system, its regeneration plants, a 
charge flux characterized by the charge vector and a product 
flux characterized by the product vector.  

N types of products can be manufactured from M types of 
charge, at the same time: NM < . 

Let us introduce the charge vector in its initial state in the 
form (44), where 0

mw  is the number of units of the mth charge 
type in the initial state. 

 
[ ]00

mwW = , M,...,m 1=  (44)
 
Let us introduce the order vector in the initial state in the 

form (45), where 0
nz  is the number of units of the nth product 

in its initial state. 
 

[ ]00
nzZ = , N,...,n 1=  (45)

 
Static optimization is indispensably connected with 

planning. The manufacturing process can be optimized in 
order to minimize charge costs, minimize lost flow capacity of 
stands, maximize production or minimize the standstill of 
stands. 

Now, the multi-stage planning model is introduced. The 
multi-stage process model is presented in the Fig. 1. 
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Fig. 1 The scheme of the multi-stage process model 
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It is assumed that the production process consists of K 
stages. The stage 1=k  begins at moment 0t , the final stage K 
finishes at the moment Kt . At the moment 0t , the initial state 

0S  is given as well as the charge vector 0W  and the order 
vector 0Z . During the stage 1=k , the quantity 1X of a 
product is manufactured and 1Y  decisions are made in order 
to replace the worn out assemblies. 

During each stage k, where Kk ,...,1=  the  quantity kX  of 

a product is manufactured and kY  decisions are taken to 
replace assemblies. The charge vector increases by 1WΔ  after 
finishing the stage 1 and kWΔ  after finishing the stage k. 
Similarly, the order vector increases, after finishing the stage 

1=k  by 1ZΔ , after finishing the stage k by kZΔ . 

IX. CONCLUSIONS 
The paper hereby focuses on modelling a sample 

manufacturing system. However, its assumptions are based on 
real logistic systems described in the preceding works [30]. 
Nevertheless, each logistic structure requires completely 
different assumptions to be put forward and another heuristic-
criterion approach. The main goal remains to simplify 
assumptions in order to enable a sample simulator to be 
created. It would also be advisable to verify another 
regeneration approach i.e. the LIFO procedure. Moreover, 
implementing the regeneration heuristic consisting in 
choosing the tool with the highest number reg

jς  may result in 
minimizing the total order realization time. The number of 
production lines forming the discussed logistic system should 
be minimized as their bigger number leads to generating 
unnecessary costs due to the fact that there must be an extra 
number of operating factors employed. In conclusion, the need 
for carrying out a computer simulation must be met in order to 
project the logistic production system which will be able to 
realize the order in the shortest possible time at the lowest 
possible costs. To verify the correctness of this kind of 
modelling, there must also be a multi-criterion model with 
adequate bounds created. Another idea accelerating the order 
realization process consists in beginning realization of the 
next element of the order vector without having to wait for 
completing manufacturing the remaining units of the nth 
element which means an immediate employing the stand with 
no current manufacturing duty. However, it requires 
implementing sub-control for each ith production line.  
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